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In today’s world, it is important to know as much
information about our customers as possible.
Gender, age, occupation, family play an important
role in this, but these characteristics don't answer
deeper questions, like what customer feels when
making a purchase, whether it makes sense to
recommend her something, what is important for
the customer: brand, quality or price. To answer
these questions, we are proposing in this article
to use psychometric characteristic of customers,
which answer these and more other questions.
Psychometric characteristics are extracted from
textual information, written by the customer, and
shopping patterns using state-of-the-art tech-
niques in machine learning like XGBoost, Ran-
dom Forest, LSTM models. Next, these charac-
teristics were used to mine shopping preferences
and advertisement preferences.
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Cb0200HI BaXx/1UBO 3HaMU sikHalbi/bwe iHghop-
mayii mpo Hawux kopucmysadig. Cmame, BIK,
BUO Oisi/ILHOCMI, HasIBHICMb CiM'T 2paromb BaXk-
gy posib, ane Yux Xapakmepucmuk Heoo-
cmamHbO, Wob sidnosicmu Ha 6i/ibW 2/1U6OKI
rMumaHHsi. Hanpukiad, wo kopucmysad B8i0-
uysae, pobssyU MoKyrnku? Yu mae ceHc woch
pekomMeHOysamu UbomMy kopucmysadesi? Lo
BaX/1UBO 07151 Kopucmysaya: 6peHd, sikicmb du
yiHa? LLjo6 siomosicmu Ha yi 3anumaHHsi, Mu
MPOroHyeMO 8 yili cmammi BUKopucmosysamu
MCUXOMEMPUYHI  Xapakmepucmuku — Kopucmy-
Badig, siKi Oaromb 8i0nosioi Ha yi U Ha 6azamo
IHWUX 3arnumaHb. lcuxoMempuyHi xapakme-

jpucmuku 6y/10 Cripo2HO308aHO 3 MEeKCMY, Hanu-
caHo20 KopucmysadeM, | namepHis MOKyMOK,
BUKOPUCMOBYHOHU HalIHOBILWI MEXHIKU 8 MalUUH-
HOMy Has4aHHi ik XGBoost, Random Forest,
LSTM modeni. Li xapakmepucmuku 6ys1o
BUKOpUCMaHo 0/1s1 Mo6y0oBU MOpP_IBE/IbHUX |
PpeknaMHUX yrnooobaHs.

KnwouoBi cnoBa:  mMawuHHE — HasyYaHHs,
XGBoost, Random Forest, LSTM, OCEAN, npo-
chaliniHe Kopucmysadig, MCUXoMempUKa.

Ce200HA BaXHO 3HaMb Kak MOXHO 60/lbwie
UHGhopmMayuu o0 Hawux rosib3o8amesisix. [los,
B03pacm, BUd 0esmesibHOCMU, Hasludue cembU
u2parom BaXHyK PO/ib, HO 3MUX Xapakmepu-
CMUK HeO0CMAaMOoYHO, Ymobbl omsemumb Ha
6osiee enybokue BorMpockl. Hanpumep, 4mo
ro/ib3osamesib  dyscmsyem, Oenasi MoKynku?
ViMeem /iU CMbIC/T 4MO-MO  peKoMeHO08amb
3amomy rosiL308amesito? Umo saxHo 0719 ro/ib-
308ame/isi; 6PEHO, kKa4ecmso unu yeHa? Ymobb!
omsemumb Ha 3Mu BOrPOCHI, Mbl Nped/iacaem
8 amoli cmambe UCro/b308amb MCUXOMEempU-
yecKue  Xapakmepucmuku  ro/ib3o8ameried,
Komopble 0arm omBembl Ha 3Mu U Ha MHO-
aue Odpyeue BoOrpockl. [lcuxomempuyeckue
Xapakmepucmuku  6blI0  CrPO2HO3UPOBaHO
U3 mekcma, HarucaHHo20 r1o/lb3osamersieM, U
rnammepHoB  MOKYMOK, UCMO/b3ysi Hoseliwue
MEXHUKU 8 MaWUHHOM 06y4eHuu kak XGBoost,
Random Forest, LSTM modesnu. Smu xapakme-
pucmuku 6bl/IU UCTO/b308aHbI 0711 MOCMpoe-
HUST MOpP20BbIX U pekamMHbIX npeodnoymeHud.
KnioueBble cnoBa: MawuHHOe O00y4eHue,
XGBoost, Random Forest, LSTM, OCEAN, npo-
¢halinuHe rosib3o8amernel, ICUXOMEMPUK.

Introduction. OCEAN [1] stands for Big Five
personalities traits or Openness, Conscientiousness,
Extraversion, Agreeableness and Neuroticism
(Emotional range). These five traits often used
to describe humans’ personalities. This concept
was developed in the 1980s and is widely used by
psychologists to learn more about personalities and
characterized them in some way.

Nowadays OCEAN concept could be used
not just as a way to describe people in some
psychological studies, but gives real value to
the business. Knowing OCEAN of all customers,
companies could personalized their approach to
business, make more efficient recommendations,
targeted messages and raise communication level
with customers to new level.

One of the most significant examples, which
demonstrates how OCEAN was used, is Trump’
election campaign 2016. He hired data analytics
company to support his campaign. This company,
having information about millions of USA citizens,
performed analytical highly targeted advertisement
campaign to the most influenced electorate to confirm
to vote for Trump.
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So, OCEAN is a great tool we have, and in this
article we will try to explain and show how we could
get and use it in a retail business.

Problem statement. Having OCEAN scores of
customers, we could detect extraverts or introverts
within our customers and work with them as
psychologist studies suggest. But how to calculate
customer’s OCEAN?

The most basic approach is to use surveys, which
gives us an ability to calculate scores based on
answers. It is pretty old approach and it works great,
but the problem here is to persuade customer to fill
in the form. It is not very comfortable, it takes time to
answer 50-60 questions, so this approach is not the
best one.

In the 2008-2009 a set of studies have appeared,
which shows that OCEAN could be extracted from
textual information, like tweets, Facebook posts,
essays [2; 3; 4]. Having text data, written by the
customer, we could analyze it and build prediction
regression models to extract OCEAN scores from it.
So, thisapproachrequires having accessto customers’
social accounts or some textual information written by
customers, like comments.
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The last approach, which in details is described
below, is built based on an idea to extract OCEAN
from the bying patterns, like:

— whether customer prefers more expensive
products or cheaper ones;

— customer always buys on weekend or
weekdays;

— customer buys everything at once, or buys
different categories of products at different time;

— customer likes everything she bought or
dislikes everything and so on.

Research results.

Dataset for analysis. In our study we have done
3 main things:

1) Extract OCEAN scores based on comments,
which customers have left on products they have
bought;

2) Extract OCEAN scores based on transactional
data and buying patterns;

3) Extract consumption preferences based on
OCEAN.

Analysis was run on Amazon review dataset [5].
This dataset contains information about comments
users have left on different products and products’
metadata (like price, brand, category, etc.). For one
of the customers (let's name him Edgar English), data
sample is showed on Fig. 1.

In overall, this dataset contains information about
almost 10,000 customers and 100,000 products. We
have preprocessed it by removing some customers
(outliers in a number of comments they left) and
comments with less than 10 words. And also assumed
that customers left comments to products they have
bought (to be able to extract purchasing patterns).

OCEAN scores extracted based on textual
data. As was mentioned before, OCEAN scores could
be extracted using textual information, written by the
customer. As we did not have exact mapping between
text and five scores, we have used IBM Watson
cognitive service [6] to generate labeled dataset.

This service could predict personality characteristics
through written text. Then LSTM [7] model was build
based on this data.

Before feeding service with data, we left only last
200 words of each comment, as in a lot of cases first
parts of comments were more related to products
descriptions. Next, all customer’s comments were
split by 2400 words (large enough number to receive
stable responses from service) and run through
service. For customers with more than 2400 words
in their comments, median values of API responses
were taken to end up with final OCEAN scores.

For all customers, distributions of OCEAN scores
are shown below on Fig. 2.

There are few possible reasons of so centered
distributions of scores, returned by IBM API: these
models were trained on skewed datasets; these
models were trained on twitter text data, and here
we are trying to use them for comments text data;
Amazon dataset is skewed (for example, not all
people like to leave comments).

To check whether service predicts not entirely
random numbers, we have tested its accuracy using
labeled text data of 250 users and their OCEAN,
extracted based on surveys. Here we have two
plots on Fig. 2: the first one shows how average
correlations between real and extracted scores
relate to a number of words, we send to the server;
the second one shows a distribution of correlations
between real and extracted scores. So, based on the
first plot it is obvious, that bigger nhumber of words
yields more accurate predictions. The second plot
shows that the most of observations are in the range
from 0.7 to 1, that means that most of OCEAN scores
we have predicted with high correlations. The average
correlation between real and predicted scores for a
minimum of 200 words is 0.57.

Actually, if we compare real and extracted
scores, we could observe the same patterns as with
Amazon data. Predicted scores are more centered

Purchase history

Image Title Time  Rate  Review

Brand Price

Mr. Beams MB 980
f Battery-Operated Sun
@ Motion-Sensing LED 2014
Ceiling Light, White

<7 Sun
§ Aquis Exfoliating m 5

ii Back Scrubt
ck Scrubber 2014

Oral-B Precision

Black 7000 Mon
Rechargeable Jun 02 1
Electric Toothbrush 2014

1 Count

must have for anyone who is serious about skin care.

Curtain Liner, Clear 2014

1 use this in my bathroom above my shower. | had a leviton motion sensor installed in my bathroom, but | made the mistake of not counting for when the shower curtain
was closed. So the light was always turning off on me.Rather than investing in a new system | went for this, | managed to get it on sale for $16. | have so say, this light is
Indoor/Outdoor Jun 15 5 amazing. Not only did it save me a bunch of money on electric and a new lighting system but it actually stays on whille | shower and it's bright enough! It lights up the
whole shower, it's kinda like a spotlight. The light turns off after | leave the bathroom, so it works fine.It mounted perfectly to the ceiling, and seems secure.These are
also great if the power goes out, one or two can light a large room. | will be investing in more for sure in the future.

My first time with an exfoliating scrubber, and | have to say...why have | never had one before?!l use it all over my body, it makes my skin so smooth and nice. This is a

Mine was dead on arrival. The battery compartment was broken, spent at least half an hour with a friend just to be sure | was not doing something stupid.Does not
function at all Also, the design to use the CHARGER to unscrew the battery compartment s a bad design. | will not be buying a replacement.

=] N
Q-tips Cotton Ahl,l 17 5 I've been using Q-tips for years, the condensed cotton makes it much more easy to clean without coming apart - which | hate about other brands. | don't think | would Q-Tips 135
- :
. Swabs, 500 Count B use any other brand. s
% 2014

LS

- arocNoNore  Th I've had this shower curtain for a ltle over 5 months now, and still o mildew. However, | will be cleaning it very soon so it stays that way. If you clean the curtain at least
Ml|rew Shower Apr 17 5 twice a year you will find it lasts longer. If your washer has a sanitize function then you can just use that to clean it.It does as it should, keep water in the shower. No MAYTEX 16.99

holes, no leaks, and of course... no rust.| also found that iron from the water does not stick to it like it did to the older one | had. Therefore it's not turning orange either,
‘which I'm grateful for! Overall it's a great buy and I'm very happy with it and would buy it again, or even it tt

: .94
Beams 28

Aquis 10.49

167.99

Previous | 1 | 2 3 4 5 . 11 Next

Fig. 1. Data sample for one of the customers
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Fig. 4. Distributions of real and extracted scores
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in comparison with real ones. So, probably some
skewness is in service models. But, as these scores
show real patterns, and we need some labeled data
for transactional models, we continued analysis
with them.

For Edgar English, extracted scores are shown
using spider chart on Fig. 5. He has pretty high relative
conscientiousness (he is efficient and organized)
and low extraversion (he is reserved, reflective
personality).

Openness
0.80

0.70
0.65
0.60
0.55
0.50 Conscientiousness
0.45
0.40

0.35
0.30

Emotional range

Agreeableness Extraversion

Fig. 5. OCEAN scores for one of the customer

Based on OCEAN scores we have generated set
of consumption preferences, which could describe
customer. There is wide range of preferences types,
which could be extracted, like purchasing portrait:

Preference Score

Likely to be sensitive to ownership cost when buying automobiles High
Likely to prefer safety when buying automobiles Low
Likely to prefer quality when buying clothes High
Likely to prefer style when buying clothes Low
Likely to prefer comfort when buying clothes High
Likely to be influenced by brand name when making product purchases Low
Likely to be influenced by product utility when making product purchases High
Likely to be influenced by online ads when making product purchases Low
Likely to be influenced by social media when making product purchases Low
Likely to be influenced by family when making product purchases Low
Likely to indulge in spur of the moment purchases Low
Likely to prefer using credit cards for shopping High

or reading preferences:

Preference Score

Likely to read often High
Likely to read entertainment magazines Low
Likely to read non-fiction books High

Likely to read financial investment books Medium

Likely to read autobiographical books High

OCEAN score extracted based on
transactional data. In the previous part, we have
shown how OCEAN scores could be extracted from

textual information, written by the customer. But in
a lot of cases, not all customers leave comments
or there is no access to their social profiles. To
deal with such situations, we have trained models
to predict OCEAN based on transactions data and
shopping patterns. Here we will demonstrate these
models based on Random Forest algorithm, as it
could be easily trained and tuned with sufficiently
high accuracy.

The first model, customer bought history model,
uses tf-idf representation of categories/tags of
products, which customer has bought.

One product could be described by one or few
tags. As in the example on Fig. 6, the toy is described
by 4 tags:

Toys & Games
Tricycles
Scooters & Wagons
Ride-On Toys

Fig. 6. Tags for product

Tag “Tricycles” is in 19 products in our
demonstration dataset (out of 100 000), so it is a
good descriptor of a product.

Fig. 7. Products with tag “Tricycles”

On the other hand, “Toys & Games” tag is
presented in 1040 products, so it is not unique and
the value of feature, represented by this tag, would
be lower.

In overall, Amazon review dataset has 5070 unique
tags (categories) for products, so each customer
could be represented by 5070 tf-idf features vector of
tags of products, which he has bought.

Next, we have built prediction models to predict
5 OCEAN scores based on these features, and
received accuracy, showed in Table 1.

Table 1

Accuracies for “Customer bought history” models
Characteristic IgnMeng‘E R-II-\jI}ZtE Test R2

Openness 0.021 0.016 0.465
Conscientiousness 0.035 0.027 0.371
Extraversion 0.028 0.025 0.206
Agreeableness 0.050 0.027 0.712
Emotional range 0.032 0.022 0.526

“Mean RMSE” column shows average error in
case prediction of mean value for each customer. It
is just some base. As all models shows RMSE less
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than mean, we have catched some patterns in data,
related to OCEAN.

Aggreeableness and Emotional range could be
predicted with the highest accuracy.

Next model in our ensamble — likes model. Having
access to rates, which people have left, we have used
these numbers as feature vectors. Usually, these
vectors will be very sparse and huge, for example
our demonstative dataset has 100 000 products,
and each vector would be 100 000-value vector. As
it is hard to train model with so huge vectors, we
decreased dimensionality to 500 with PCA.

Test accuracies for models have increased in
comparison with previus model, what tells us that
customers’ rates contains more information about
OCEAN, than simple tags vectors.

Table 2
Accuracies for “Likes” models

Characteristic g:\ﬁg'é RT“‘;;tE Test R?
Openness 0.021 0.016 0.479
Conscientiousness 0.035 0.026 0.453
Extraversion 0.028 0.024 0.265
Agreeableness 0.050 0.025 0.765
Emotional range 0.032 0.020 0.621

Last model in the ensemble — buying patterns
model. This model is trained based on manually
generated buying patterns features. Sample list of
features, which are used in our example model with
Amazon comments is in Table 3.

Openness Agreeableness

AverageRate
BestProductBuyers
PurchaseFrequency
AverageTransactionLength ——
CustomerRateDiversity —————————=8
PricePreference ———
ProductP :_Books
ProductPreference_Electronics [——a
ProductSalesRank —s
PricePreference_Books —

BestProductBuyers
ProductPreferenceBooks

ProductSalesRank ———#
AverageCheck ——=
ProductPreference_Electronics ————
‘CustomerRateDiversity ————=
PricePreference_Books ——»
AverageRate ——=
AverageTransactionLength —#

Importance Importance

Fig. 8. Features importance for Openess and Agreeableness

Table 3
Generated list of features
Category Feature Description

Brand BrandStability Coefficient of brand change within different categories

Brand BrandPreference Whether customer prefers one brand or brand doesn't matter for
customer

Price PricePreference if 1 — customer always buys the most expensive products, if 0 —
the cheapest

Price PricePreference_Category the same as PricePreference, but detailed to each category

Products ProductPreference_Category Proportion of products bought from each category

Products ProductSalesRank Shows whether user buys product with high sales rank or not

Rate AverageRate Shows whether customer likes everything or dislikes everything

Rate BestProductBuyers Shows average rates of products customer bought (excluding his
own rates)

Rate CustomerRateDiversity Shows whether customer opinion the same as opinions of
different customers

Time PurchaseFrequency Average time between transactions

Time WeekendBuyer Proportion of weekend transactions

Time NighBuyer Proportions of transactions after 8PM till 6AM

Transaction AverageTransactionLength Shows average number of items per transaction

Transaction AverageCheck Average sum spent by user per transaction

Transaction OneltemBuyer 1 if user always buys only one category per transaction, O if
categories are different in one transaction

Products PromotionApplied Shows if promotions/discount codes were applied

Products ProductSale Customer buys products on sale

‘W)3y| Bunyck 29. 2018
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Edgar English

=0 Buying Pattems Score [ 1BM Watson Score
Agreeableness
08

Openness

Extraversion

Emotional range

Justin Knowles

=1 Buying Patterns Score [ IBM Watson Score
Agreeableness
09

Conscientiousness

Extraversion Emotional range

Fig. 9. Comparison of OCEAN scores based on different models

The most important feature for Openness prediction
is BestProductBuyers, where for Agreeableness is
AverageRate. In Amazon dataset, films and books
products rates play very important roles. This is very
interesting and tells us that actually what people like to
read and watch tells us a lot about them.

Accuracy of last model is a little bit worse than for
likes model.

Table 4
Accuracies for “Patterns” models
Characteristic m;ig'é RTIG?E Test R2
Openness 0.021 0.016 0.435
Conscientiousness 0.035 0.025 0.487
Extraversion 0.028 0.024 0.248
Agreeableness 0.050 0.026 0.727
Emotional range 0.032 0.022 0.525

All three models were combined in linear ensemble
to incorporate all unique information from each. Final
results are in Table 5.

Table 5
Accuracies for ensamle of models
Characteristic m&g’g RTl\ﬁ;tE Test R2
Openness 0.021 0.015 0.50
Conscientiousness 0.035 0.024 0.53
Extraversion 0.028 0.023 0.33
Agreeableness 0.050 0.024 0.78
Emotional range 0.032 0.019 0.63

Also, we could compare extracted OCEAN based
on two approaches, and results are pretty close.

Conclusion. This article shows how OCEAN
scores could be extracted based on different data
sources. Of course, there are a lot of ways to improve
models, like using more data or more advanced
machine learning. Also, for case with Amazon
comments dataset, we don't have complete list of
transactions, just comments and products metadata,
what also decreases models’ accuracies.
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